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HPE Gen12 服务器 MR 系列阵列卡

Windows/Linux/VMware 系统下 StorCLI 配置阵列 
 

 

目录 
一. 适用范围与注意事项 .................................................................................................................................................. 1 

二. 配置准备 ...................................................................................................................................................................... 2 

1. 下载 MegaRAID Storage Administrator StorCLI 工具 .............................................................................. 2 

2. 连接 iLO 与启用远程控制台 .............................................................................................................................. 2 

三. 配置步骤 ...................................................................................................................................................................... 2 

1. 访问系统 ............................................................................................................................................................... 2 

1.1 通过 iLO 启用远程控制台访问系统（Windows Server，Linux，VMware ESXi） ..................... 2 

1.2 通过第三方 SSH 工具访问系统（Linux，VMware ESXi） .............................................................. 3 

1.3 通过远程桌面或第三方 RDP 工具访问系统（Windows Server） .................................................. 3 

2. 将 MegaRAID Storage Administrator StorCLI 工具保存到系统下 .......................................................... 4 

2.1 Windows Server .................................................................................................................................... 4 

2.2 Linux......................................................................................................................................................... 4 

2.3 VMware ESXi .......................................................................................................................................... 4 

3. 安装 MegaRAID Storage Administrator StorCLI ....................................................................................... 6 

3.1 Windows Server .................................................................................................................................... 6 

3.2 Linux......................................................................................................................................................... 7 

3.3 VMware ESXi .......................................................................................................................................... 7 

4. 获取阵列卡编号、逻辑盘编号和物理盘编号 ................................................................................................... 8 

5. 创建与删除阵列 ................................................................................................................................................... 9 

5.1 创建阵列 ................................................................................................................................................... 9 

5.2 删除阵列 ................................................................................................................................................. 10 

6. 创建与删除热备 ................................................................................................................................................. 10 

6.1 创建热备 ................................................................................................................................................. 10 

6.2 删除热备 ................................................................................................................................................. 12 

7. 设置与取消直通盘 ............................................................................................................................................. 12 

 

 

一. 适用范围与注意事项 



                                                  

 

        

 

2026 年 1 月 22 日                                                                                                                第2页 共13页  

➢ 本文档旨在说明 HPE Gen12 系列服务器 MR 系列阵列卡不同系统下使用 MegaRAID Storage 

Administrator StorCLI 工具配置阵列的方法，并以 DL360 Gen12 服务器为例进行配置步骤说明。 

MR 系列阵列卡包含如下型号： 

· HPE MR416i-p Gen12 

· HPE MR416i-o Gen12 

· HPE MR216i-p Gen12 

· HPE MR216i-o Gen12 

· HPE MR408i-o Gen12 

· HPE MR408i-p Gen12 

➢ 实际情况是否适用本文档，请通过下面导航链接进行确认： 

https://zhiliao.h3c.com/Theme/details/218271  

➢ 提示： 

本文档中的信息（包括产品，软件版本和设置参数）仅作参考示例，具体操作与目标需求设置请以

实际为准。 

本文档不定期更新维护，请以发布的最新版本为准。 

 

二. 配置准备 

1. 下载 MegaRAID Storage Administrator StorCLI 工具 

➢ Windows 下载链接：HPE MegaRAID Storage Administrator StorCLI for Windows 64-

bit (for Gen10P and Gen11 Controllers) | HPE Support Center 

➢ Linux 下载链接：HPE MegaRAID Storage Administrator StorCLI for Linux 64-bit (for 

Gen10P and Gen11 Controllers) | HPE Support 

➢ VMware 下载链接： 

○ ESXi 8.0：HPE MegaRAID Storage Administrator StorCLI for VMware8.0 (For 

Gen10P and Gen11 Controllers) | HPE Support 

○ ESXi 9.0：HPE MegaRAID Storage Administrator StorCLI for VMware9.0 (For 

Gen10P and Gen11 Controllers) | HPE Support 

2. 连接 iLO 与启用远程控制台 

具体方法请参考：https://zhiliao.h3c.com/theme/details/233627 

 

三. 配置步骤 

1. 访问系统 

1.1 通过 iLO 启用远程控制台访问系统（Windows Server，Linux，VMware ESXi） 

通过 iLO7 页面 Dashboard - Virtual Media & Remote Console 选项，或 Host - Remote 

https://zhiliao.h3c.com/Theme/details/218271
https://support.hpe.com/connect/s/softwaredetails?language=zh_CN&collectionId=MTX-6d4e51e8b4c040cc&tab=releaseNotes&softwareId=MTX_f4e4a9bed2e3447c9d8ba294d1
https://support.hpe.com/connect/s/softwaredetails?language=zh_CN&collectionId=MTX-6d4e51e8b4c040cc&tab=releaseNotes&softwareId=MTX_f4e4a9bed2e3447c9d8ba294d1
https://support.hpe.com/connect/s/softwaredetails?language=zh_CN&collectionId=MTX-0883e4abd7344c9b&tab=releaseNotes
https://support.hpe.com/connect/s/softwaredetails?language=zh_CN&collectionId=MTX-0883e4abd7344c9b&tab=releaseNotes
https://support.hpe.com/connect/s/softwaredetails?language=zh_CN&collectionId=MTX-4899e6b54e3941a4&tab=releaseNotes
https://support.hpe.com/connect/s/softwaredetails?language=zh_CN&collectionId=MTX-4899e6b54e3941a4&tab=releaseNotes
https://support.hpe.com/connect/s/softwaredetails?language=zh_CN&collectionId=MTX-0300daf553df4e69&tab=releaseNotes
https://support.hpe.com/connect/s/softwaredetails?language=zh_CN&collectionId=MTX-0300daf553df4e69&tab=releaseNotes
https://zhiliao.h3c.com/theme/details/233627
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Console 页面，或页面左下方 Remote Console 选区可直接启用远程控制台；也可在上方搜索

栏直接搜索 Remote Console 进行选择。本文以 HTML5 远程控制台为例。 

 
1.2 通过第三方 SSH 工具访问系统（Linux，VMware ESXi） 

 
1.3 通过远程桌面或第三方 RDP 工具访问系统（Windows Server） 
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2. 将 MegaRAID Storage Administrator StorCLI 工具保存到系统下 

2.1 Windows Server 

2.1.1 通过 iLO 启用远程控制台将工具挂载到系统下 

 
2.1.2 通过 U 盘将文件挂载到系统下 

U 盘接入服务器后，在系统下直接访问挂载点。 

2.2 Linux 

2.2.1 通过 iLO 启用远程控制台将工具挂载到系统下 

 
2.2.2 通过 U 盘将文件挂载到系统下 

U 盘接入服务器后，在系统下通过 mount 命令挂载。 

2.2.3 通过第三方 SSH 工具将文件保存到系统下 

参考第三方工具使用说明。 

2.3 VMware ESXi 

2.3.1 启用 Shell 并通过 Web Client 将文件保存到系统下 
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2.3.2 通过第三方 SSH 工具将文件保存到系统下 

参考第三方工具使用说明。 

3. 安装 MegaRAID Storage Administrator StorCLI 

3.1 Windows Server 

1) 双击运行开始安装 Storcli 工具。 

 
2) 找到 storcli 工具所在位置，按住 shift 键，然后鼠标右键点击空白处，打开命令窗口。 
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3) .\strocli64.exe，即可运行 storcli 工具。 

 
3.2 Linux 

1) rpm -ivh 安装 storcli 工具。 

 
工具默认安装在/opt/hpe/storcli 目录下，./storcli64 命令运行。 

 
3.3 VMware ESXi 

1) 进入文件所在位置，使用 unzip + xxx.zip 解压，得到.vib 文件。 
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2) 使用 esxcli software vib install -v [软件包所在的绝对路径] [.vib 文件名] 进行安装。

安装完成后若提示需要重启，重启后在路径下可以看到对应工具。 

 
3) 工具默认安装在/opt/storcli/bin 目录下，使用 cd /opt/storcli/bin 进入此目录。不同系

统版本可能路径不同，若有差异，可自行在 opt 目录下查找，示例为 VMware 8.0 U3 

 
4. 获取阵列卡编号、逻辑盘编号和物理盘编号（命令通用，以 Linux 系统为例） 

1) ./storcli64 show all 查看当前阵列卡型号及编号：MR416 i-o 阵列卡 编号：C0。 

 
2) ./storcli64 /c0 show all 显示控制器列表和控制器相关信息。 

 
3) ./storcli64 c0/vall show 查看逻辑盘信息：一个逻辑卷，级别为 raid 5。 
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4) ./storcli64 c0/eall/sall show 查看物理盘信息：共 4 块物理盘，252：2 为 JBOD 模式。 

 
5. 创建与删除阵列 

5.1 创建阵列 

1） ./storcli64 /c0 show all 确认目标物理硬盘的 EID：Slt 信息。 

 
2） ./storcli64 /c0 add vd type=raid1 size=all name=A1 drives=252:3,252:4 创建阵

列。 

注：add vd 添加逻辑卷，type=raid1 阵列级别为 raid1，size=all 使用全部空间创建 

name=A1 阵列名称为 A1，drives= 252:3,252:4 使用 EID：Slt 信息为 252:3,252:4 的

硬盘创建阵列。 
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3） ./storcli64 /c0 show all 查看逻辑卷信息，阵列 A1 创建成功。 

 
4） 查看物理盘信息，阵列中的硬盘状态变为 online 状态。 

 
5.2 删除阵列 

1） ./storcli64 /c0 show all 确认目标逻辑卷的 VD 值，如下图所示为 239。 

 
2） ./storcli64 /c0/v239 delete 删除阵列卡 c0 下的逻辑卷 v239。 

 
6. 创建与删除热备 

6.1 创建热备 

6.1.1 创建专用热备 

1） ./storcli64 /c0 show all 确认目标逻辑盘的 DG 信息为 0。 
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2） ./storcli64 /c0/e252/s1 add hotsparedrive dgs=0 为 DG 信息为 0 的阵列配

置专属热备为 EID:Slt 信息为 252 : 1 的硬盘。 

 
3） ./storcli64 /c0 show all 可看到目标硬盘的状态变为 DHS：专属热备盘。 

 
6.1.2 创建全局热备 

1） ./storcli64 /c0 show all 确认目标物理硬盘的 EID : Slt 信息。 

 
2） ./storcli64 /c0/e252/s1 add hotsparedrive 将 EID : Slt 信息为 252 : 1 的硬盘

设置为热备盘。 

 
3） ./storcli64 /c0 show all 可看到物理盘状态变为 GHS（全局热备）。 
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6.2 删除热备 

1） ./storcli64 /c0/e252/s1 delete hotsparedrive 删除 EID : Slt 信息为 252 : 1 硬盘。 

 
1） ./storcli64 /c0 show all 查看物理盘状态变为 UGood：未配置的正常硬盘。 

 
7. 设置与取消直通盘 

1） ./storcli64 /c0 show all 确认目标硬盘 EID : Slt 信息，状态。 

 
2） ./storcli64 /c0/e252/s1 set JBOD 将 EID : Slt 信息为 252 : 1 的硬盘设置为 JBOD 模

式。 
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3） ./storcli64 /c0 show all 目标硬盘状态已成功设置为 JBOD 模式。 

 
4） ./storcli64 /c0/e252/s1 set good 取消 JBOD，将硬盘恢复为 UGood 状态。如果无法

恢复可能是因为刚创建直通盘，需要在 good 后添加 force。 

 
5） ./storcli64 /c0 show all 目标硬盘状态已恢复 UGood 模式。 

 


