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Replication Setup Wizard — [ SARDisk-wyf ]
Welcome

This wizard helps you setup a NeoStor replication configuration. You will select a
target server and create a replica disk 1o match the size of the primary disk or select
an existing virtual device to be the replica disk. Please have an IP address
available for the target server before you start the configuration unless you are
setting up a local replication. Other configuration options can be set during the
setup, such as the scan disk oplion, and the replication policy including watermark,
starttime and interval.

Click =Next=fo continue.

Back | | Hext " I Cancel “

EFIRFIEFSEMIBARS (BIAIRSR)

ion Setup

Selectthe Target Server

Select the target server or add the senver you want to the list

Sarver . | Add

FIE

h3e-5 {Local Server)

Click <Next> to confinue.

108 BRSSERAYpIE R B IER

Enter Replication Parameters

Target Server Information.
Target Server: h3c-8
hostname or IP 192.168.0.8
The target server IP information will be used by the primary server to connectto the target server
for replication. If a hostname is entered, the primary server should be able to resolve the
hostname via DNE. If an [P address Is entered, we recommend using a static rather than a DHCP
IF address,

Click <Next» to confinue.

[ Beck J| [ Hext )| [ gomea ||
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Replication Setup Wizard - [ SANDisk-wyf ]

Specify the Adaptive Mode and TimeMark for the replication

["]1 Enahle Adaptive Replication
With Adaptive Replication enabled, data from the primary disk is continuously replicated 1o a
secondary disk unless the system ines itis not y or possible, such as when there

is insufficient bandwidth. In these types of situations the system automatically switches to
standard, periodic replication. For continuous replication to occur, a Continuous Replication
Resource is created to stage the data being replicated from the primary disk. Any time & snapshot
i taken Adaptive replication will create a new Timebark.

[[] Use existing TimeMark

This option allows you to use the existing TimeMark to synchronize replica diski(s).

Click <Mext= to continue.

(e T Cemea

£ FEAIEFIEEM R SRR, IRBITSEE TR SR EARISomBt R S

ion Setup Wizard — [ SARDi

Select the Replication Policy for the SAN Resource

Select one or more policies to trigger the replication.
Start replication when the amount of new datareaches = (50—

This option allows you fo set a watermark based on the amount of new data to be replicated. The
maimum size is the size ofthe primary disk.

Ifthe watermark-based replication fails, retry every ﬂ.ﬂﬂimﬁt(!)
[T] Start an initial replication on - at]i2 00 b5 <
and then every | || s | thereafter

This option allows you fo s_fari é repl'n:aiiu-n initially at a certain time then repeat every certain interval. For
example, initially today at noon, then repeat every 2 hours or every 30 minutes.

Click <Next= to continue.

[ Back J| [ Bext ]| [ gamca ||

Replication Protacal

Select a replication protocol.
QTCP

TCP protocol is only supported on Neocean NeoStor server version 5.0 or later when replication
Is configured in periodic replication.

(%) RUDP

RUDP protocol is supported on all versions of Neocean MeoStor servers for both adaplive
replication and periodic replication.

Click =Next= to continue,

[ gk J [ werr )| [ conca |
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tion Setup Wizard - [ SANDi

Specify the Options for Data Transmission.
The following options can be specified to improve the performance and security,

[] Compress Data
This option allows the data to be compressed o reduce the size for transmission.
Compression aption will take effect immediately. If the replication is in progress,
cornpression option will be applied to the nex data ransmission.

[] Encrypt Data
This option allows the data to be encrypted for secure r ion. Encryption option will
not take effectwhen the replication is already in progress. Itwill be applied to the next
replication session.

Click <Mext= to continue.

C o )| € g )| [ gamesr

IR EIERIAARAST, [express]RF B RIEIRF2IACIERIR, [custom]EEX
%
RYEBEEEFIBIERIE, [select existing| iR EEIFERIBIERIE

tup ¥izard — [ SARD

Create the Replica Disk on the Target Senver

Select your creation method.
Primary SAN Resource: SANDisk-wyl, Virtual Device, 10000 MB

() Custom
The Custom method allows you to select the hard disk segment{s) you want for the Replica Disk

Q press
he system will create the Replica Disk from the available hard disk segments that matches the size
of the primary SAN Resource.
) Select Existing
‘You will select the Replica Disk from a list of available SAN Resources,

Click <MNext> to continue.

[ Back J| [ Bext || [ goamca ||

PERIRE RS

ication Setup Wizard - [ SARDisk-wyf ]

Enter the Replica Disk Name

Physical device(s) selected for the Replica Disk
Replica Disk [SANDisk-

Irvalid characters for Name:=="&§/\"
| Device Nens | SOST Address | First Sector | Last Sector | Size@B) |
}& RAIDCORE Array 06.000 0:0:5:0 22,212 20,502,271 10.000@

Click =Mext= fo continue,

[ Back )| [ Hext || [ Camca ||
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Replication Setup Wizard — [ SAN

Perform synchronization analysis

Scan disk for differences
This option allows the systern to scan both the prirmary and replica disks to determine how much data
needs to be synck . Once the has , replication will occur if you have selected a

watermark policy for replication and that value has been reached. Otherwise, replication will occur atthe
nest normally scheduled interval (based on time).

Ifyou do not zelect this option and the primary disk contains data or has clients attached or is a Service
Enabled disk, a complete replication of the entire disk will occur immediately after the configuration is
complete, if the primary disk does not contain data, does not have clients atached and is not a Service
Enabled disk, the system will mark the disks "synchronized' and replication will occur at the next nomaily
scheduled interval.

Current Status: Data has been written to the primary disk since it was created or the primary disk has
clients attached. Synchronization is recommended.

Click <MNext= to continue,

[ Baek )| [ Heet ]| [ canear ||

ion Setup ¥i d [ SARDisk-wyf ]

Werify and Create the Replication Configuration

Primary Server: h3c-5, Primary Disk: SANDisk-vn (10000 MB)
Target Server: h3c-8, Replica Disk:SANDisk-wiyf2

Device Hane SCST Address First Sector  Last Sector Size (MB)
RAIDCORE Array 06.000 0:0:5:0 22272 20502271 10,000/
[Replication parameters. A

- hosiname or IP address: 192.168.0.8

Replication policy settings.
- Start replication when the amount of new data reaches 50 MB
- If the weatermark-based replication fails, retry every 30 minute(s) -

Click <Finish= fo confirm the setup of the replication configuration.

[ Back )| [ Finish )| [ Camear ||
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Replication Setup Wizard - [ SANDisk-wyf ]

erify and Create the Replication Configuration

Primary Server: h3c-5, Primary Disk: SANDisk-wyf (10000 MB)
Target Server: hic-8, Replica Disk:SANDisk-wyf2

Device Hame SCST Address First Sector  Last Sector Size ME) !
[s RAID 10,000
Replication Setup Wizard — [ SARDisk-wyf2 | |
i A Snapshot Resource iz required for the replica disk to
%"  set up the replication configuration
Replicationy Tha: Saapihet Easourca Wiserd widl) guida yoo through ereiting ~
- hostn & Snapshot Resource for the replica disk |
Replicatiory
= Start repliC T T T IO T T AT IO
- Ifthe watermark-based replication fails, refry every 30 minute(s) v

Click =Finish= to confirm the setup of the replication configuration.

Che ) Crmn )| Cewmea |




Create Snapshot Rezource Wizard r;|

Welcome

This wizard helps you to create the snapshot resource for this resource. It will
guide you through allocating the space to be used for storage and sefting up the
automatic expansion policy etc.

Click =MNext= o continue.

[ ot ) oo

Select an Allocation Method.

Select a method to allocate the space for the Snapshol Resource.
SAN Replica Resource: SANDisk-wyf2, Size: 10,000 MB.

() Custom
The Custom method allows you to select the hard disk (s} you want for the hot
Resource.

@ Express
The system will allocate space for the Snapshot Ry from the hard disk it

based on the size specified below.

Size fo Allocate: ME Total Available Size: 43,124 MB

Selection Criteria Select different drive v

Click =Next= to continue.

[ Bk J| [ Hext | [ conca |

hot Resou

erify the Selected Physical Devices,

Physical device: lected for the Snapshot Resource.

SAHN Replica Resource: SANDisk-wyf2, Size: 10,000 MB.

[ Device Hame SCSI Address First Sector  Last Sector Size (MB) i
|85 RAIDCORE:Aray 03.000 0:0:2:0 3,997,184 8,093,183 2,000/

Click <MNext= to confinue.

[ Back ]| [ Bext )| [ gamea ||




Select Storage Policy for the Snapshot Resource
SAN Replica Resource: SANDisk-wyt2, Size: 10,000 ME

Selectthe storage policy to be triggerad when the space is running low. - i
Specify a threshold as a percentage of the space used (50%.95%) | 50=]%

The threshold is used to determine if more space for snapshot resource is needed. The systerm will
either delete the earlier TimeMarks to free up the space or stop writing data depending on the policy
selected on the next screen. If automatic expansion option below is specified, the threshold will be
used to trigger the automalic expansion befare apphing the policy.

Automatically allocate more space for the Snapshot Resource.
This option allows the system to allocate more space based on the following settings for the
Snapshot Resource when the used space reaches the threshold.

Increment the space by 20:T:|s w
Maximum size for the Snapshot R [ 0-{me
(The maximurn size is set as a limit for the automatic expansion, Specify 0 if you do not want to set
the limit)
[ Bk J| [ Hext J [ comcr |

et Snapshot Resource Policy for the SAN Replica Resource

Set the palicy to maintain TimeMarks.
Select an option 10 be executed when the space configured for the Snapshot Resource runs out.

() Delete the earlier TimeMarks automatically.

This option allows the system to delete as many earlier TimeMarks as needed to free up the space
for the new TimeMark.

(%) Stop writing data.

This option allows the system ta stop wiiting data 1o the disk until more space is available for the new
TirmeMark.

Click =Next= to continue.

Coo ) C oo ) Comen )

Create Snapshot Resource for SAN Replica Resource

Configured Snapshol Resource and Storage Policy.
SAHN Replica Resource: SANDisk-wyf2, Size: 10,000 MB.

! Device Hane SC3I Address First Sector Last Sector Size (MB) |
r& RAIDCORE Array 03,000 0:0:2:0 3,997,184 8,093,183 2,000/
| .
Storage Palicy: ‘
:— Threshold: 50 %

i- Automatically allocate more space for the Timemarks: yes ‘
i- Increment the space by 20 %

L Maviraumn size allasd for the Snanshot Resaures: ol imit |

Click =Finish=to create the Snapshot Resource for the SAN Replica Resource.

Cae ) Cran )| Comen )
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o j@ SAN Clients

= Delet
©-1:D NAS Clients g it

hzsign

Rename

@ L[] Reports Backup v
;;...@ h3c-8 Mirror 3
<§---|§ Physical Resource Replication »
ﬂ---l_-i Logical Resource Snapshot Resource P

::---!ﬁa Replication

@ Incorming Write Cache 4

Refresh

Enable TimeNark zard [;(hi
Welcome

This wizard helps you 1o enable Timehdark for the selected virtual device. It will
guide you through scheduling the automatic TimeMark creation at a settime or
interval.

Click =Next= 1o continue.
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Schedule Automnatic TimeMark for the SAN Replica Resource

Selectthe policy below ifyou want to create the TimeMark automatically.

Create an initial TimeMark on | [ - al - j

and then every | | | thereafter

This option allows you to create a TimeMark initially at a cerain time then repeat every certain
interval. For example, initially today at noon, then repeat every 2 hours or every 30 minutes.

of TimeMarks to Keep | 8:1

The earliest TimeMark will be removed when the number of Ti reaches the

The maximum number of TimeMarks does notinclude TimeMarks that are associated with
TimeView Resources,

Click =Mext= to continue.

Enable TimeNark Wizard

Enable TimeMark for SAN Replica Resource

Enable TimeMark with selected policy.
SAN Replica Resource: SANDisk-wyf2, Size: 10,000 MB.
TimeMark Schedule:

- Sthedule TimeMark Automatically: no
= Maximum number of TimeMarks to Keep: 8

Click =Finish= to enable the TimeMark for the SAN Replica Resource,

[ Back )| [ Finish ]| [ ganca ]|
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Value

| Digabled

List of TimeMarks ( mas TimeMark count 8)

Timemark (001) @ 03/1 772006 10:36:36

|Usied Size: 1.938 MB (repsnap@Mar 17 10:36:35 2006)

TimeMark (002) @ 031 7/2006 10:37:11

[Ueeﬁ Size: 73.063 MB (repsnapg@iar 17 10:37:11 2006)

TirmeMark (003) @ 031 772006 10:37:34

|I,lsen Size: 1.813 MB (repsnap@har 17 10,37:34 2008)

TimeMark (004) @ 03/17/2006 10:37:36

|Used Size: 1.063 ME (repsnap@Mar 17 10.37:36 2006)

TimaMark (005) @ 031 7/2008 10:37.54

| Used Size: 54.0 KB (repsnap@Mar 17 10:37:54 2006)
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@ FPhysical Resources
G-l Logical Resources
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[ target2 Replication »

@ target3 | Snapshot Resource P |
? @ TR, ) Write Cache ] Copy
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) B Refresh | Dlleta

L h3c-zow-rmirrar

&l testn2
|03/17/2008 10:40:02 [h3e-8] TimeMark for SAN Replica Res

¥ Create TimeView

Please select the TimeMark to access:

Froperties

Timestasp Used Size Conment Availability
I03117/2006 10:36:36 |1.938 MB repsnap@ar 17 10:36:35 2| Available
103/17/2006 10:37:11 | 73.063 MB repsnap@nlar 17 10:37:11 2., Available
031712006 10:37:34 [1.B13MB repsnap@Mar 17 10:37:34 2... | Available
!uéh'?xiaijé”{ 0;37:36 |1.063 MB repsnap@ar 17 10.37:36 2., Available
0317/2006 10:37:54 | 64.0 KB repsnap@ar 17 10:37:54 2. | Available ]

[JList 211 TimeMarks

Create TimeView

TimeView Name: SANDi skewy£2_2008-03-17_10-37-54

Irvalid characters for the TimeView name: =="&50'(%# . [*?"
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Selecta Protocol
Which protocol do you warnt to choose?

Select a Supporting Protocol.

) SANIP
This option allows you to assign SAN Clients using the SANAP protocol to the SAN Resource.
Fibre Channel
This option allows you to assign SAN Clients that suppons the Fibre Channel protocol to the SAN
Resource. You have to add the initiator WWPNs to the Fibre Channel client through client*properties”
before the SAN resource can be assigned.
0]

:
This option allows you to assign SAN Clients that supports the iSCSI protocol to the SAN Resource.
‘You have to add iSCS| Target to iSCSI client through client*Create Target” or "Assign” before the SAN
resource can be assigned.

Click =Next= to continue,

Coee ) [ Hmt ) Ccamea )

zard — [ hic-8 ]

SelectiSCS Targetis)
Select the ISCS) Targets that you want to assign to the SAN Resource.

Select the ISCSI Target(s) for assignment
‘SAN Resource Name: @ SANDisk-wyf2_2006.-03-17_10-37-54

. iSCST Target Hame Access
i[| ign.1991-05 com microsofic31 46-2 h3c huawei-3.. | ReadWrite
Ign.2000-03.com huawel-3com:h3c-8.cqg-21 Readrite
[“]target2 Readirite
ﬂtargelé Readhrite
[ DISKSAFE-TARGET-h3c-8-C3146-2 Readirite
[1iqn.2000-03 com huawel- 3com: h3c-8 h3c-zowmi,,. | Readirite

|- Select M1 [ De-Select M1 |

This SAN R is already assigned to other iSCSI targ
@ This SAN has not been assi to any other iSCSI target yet.

Click =Mext= to continue.

[ Beck J| [ Hext ]| [ gonea ]|

zard — [ hic-8 ]

Assign ISCSI Target(s) to the SAN Resource
Are you sure you wank to azsign the IS5 Targets to the SAN Resourca?

ISCSI Targels selected to be assigned to SAN Resource.
SAN Resource Name: @ SANDisk-wyf2_2006.03.17_10-37.54

[ i3CS1 Target Hame Access
Itargetz Readfirite

This SAN Resource is already i 10 other ISCSI targ:
@ This SAN R has not been to any other iSCSI target yet.

Click =Finish= to complete the assignment.

[ Bk )| [ Finisn | [ gaear ]
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| Perzistent Targets || Found ‘i’olumesf_']]ﬂi_c_es |
| General | Discovery Targets

Select a target and click Log On to access the storage devices for that
target. Click details to zee information about the zessions, connections and
devices for that target.

Targets:
Mame Statuz
target] Connected
target? i 2

target3 Inactive

[ Detailz H Log On... H Refresh ]
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Replication Setup Wizard — [ SANDisk-wyf2 ]

Create the Replica Disk on the Target Server

Selectyour creation method,
Primary SAN Resource: SANDisk-wyf2, Virtual Device, 10000 MB
() Custom
The Custom method allows you 1o selectthe hard disk segment(s) vou want for the Replica Disk.
O Express

The system will create the Replica Disk from the available hard disk segments that matches the size
of the primary SAN Resource.

(5) Select Existing
You will selectthe Replica Disk from a list of available SAN Resources.

Click =Next= to continue.




Select a SAN Replica Disk

Select an existing SAN Resource on the Target Server to be the Replica Disk:
Primary SAN Resource: SANDisk-wyt2, Virtual Device, 10000 MB

| Resource Name

Sectors

Size (MB) Availability

/SANDIsH-wyT

| 20,480,000

10,000/ Avallable

[JList A11 SAH Besources.

Click =Next= 1o continue.
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¥ Replication Role Reversal

Switching the roles ofthe Replica Disk and Primary Disk

Replication Configuration Information

Primary Server: h3c-8, Primary Disk: SANDisk-wyf2.

Target Server: h3c-5, Replica Disk: SANDisk-wnf.
The rales of the Primary Disk and the Replica Disk will be reversed, The Replica Disk will be
promoted and become the Primary Disk and the Primary Disk will become the Replica Disk.

m‘ New Target Server hostname or IP address: 192, 165, 0. 8|

The new target server IP information will be used by the new primary server to connect to
the new target server for replication. Ifthe hostname is entered, the new primary server
should be able to resolve the hostname via DNS. Ifusing an IP address , we recommend
using a static IP rather than a DHCP IP address.

NOTE: it is required to synchronize the primary disk and the replica disk to perform role
reversal. The status shows that the last replication was completed successfully. A final
checking will be done on the server to ensure that the disks are in sync before role reversal
takes place.

If data has been written to the primary disk since last successful replication, you should
symchronize the replication manually through the context menu
“Replication”-"Synchronize™ from the primary disk. Otherwise, the system will return an
error to indicate that synchronization is needed for role reversal.
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